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been sen t. This paper argues that this v i e w  is inadequate both for
an unders tanding of commun i cation between two persons and as a
theoretical foundation for any kind of man—computer interaction ,
part icu larly in natural language. Empiric a l resul ts supporting
this propos i tion are reported . In addition , an al ternative view
of the commun i cation process is outline d . This view stresses
the game-theoretic aspects of commun i cation , the i mpor tance of
v iewing message—building as a constructive (rather than trans-
lational ) process , the i mportaoce of metacomment s, the mu lt i p l i c i ty
of channels invo l ved In human natur al language communication ,
and stresses that, under certain condi tions, the ‘vagueness ’,
‘fuzziness ’ and amb i gu i ty of natural language are assets , not
liab i l it i es. The paper concludes by discussing some ways
these I deas could serve as possible guidelines for the design
of man—compu ter interfaces. A major purpose of the paper is to
encourage the expression of alter native views on these issues.
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ABSTRACT. ~~iany behavioral scientists and most designers of man-computer interfaces view
communication in a certain way. This viewpoint includes the implicit belief that communica-
tion from system A to system B essentially involves the encoding of some internal state in
system A into an external statement for transmission to system B. System B decodes this
message and changes its internal state. Communication is considered ‘good’ to the extent that
there is an isomorphism betwee n the internal states of the Iwo systems after the message has
been Sent. This paper argues that this view is inadequat e both for an underst am.ling of
communication between two persons and as a theoretical foundation for any kind of man-
computer interaction, particularly in natural language. Empiri cal results supporung this

• proposition are reported. In addition , an alternative view o the communication process is
outlined. This view stresses the game-theoretic aspects of communication , the importance of
viewing message-building as a conszr.ic:ive (rather than trans lational) process, the importance
of metacomments, the multiplicity of channels involved in human natura l language communic a-
tion , and stresses that , under certain conditions , the ‘vagueness ’. ‘fuzziness ’ and ambigui ty of
natural language are ~~:ets , not liabilities. The paper concludes by discussing some ways these
ideas could serve as possible guidelines for the design of man-computer interfaces. ~A major
purpose of the paper is to encourage the expression of alternative views on these issues.
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A Design-Interpretation Analysis of Natur al English

With Applications to Man-Computer interaction.

• 
. 1. Introduct ion and Background

1.1 Outlin, of the Paper.

This paper is organized according to the following plan. First , some general results from

psychology will be presented as background material. In particular , results are discussed that

indicate the manner in which an understanding of the goals of it’dividuals helps predict their

behavior. In addition, the utility and limitations of information theory as a tool for under-

standing human capabilities are discussed. Second, a common , though usually implicit , model

of communication is outlined. Third, an alternative model is presented. Fourth , some

implications of this alternative model for man-computer communication are explored.

The idea.s presented here are not intended to comprise .i complete model of human

communication; rather they point to omissions in many current viewpoints. Furthermore , the

author has not been able to organize these ideas into a compelling Gestalt. At this point , the

importan t, but overlooked properties of human communication seem to structure themselves

simply as a heterogeneous list. The author welcomes criticism as a means of refining and

reformulating the issues discussed in this paper. Far from being inte nded as the ‘las t word’, a

major purpose of the paper is to solicit ideas from people in the many disciplines concerned

with man-computer interaction.

_________________ • -~~~~~~~~~~~~~~~~ .
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1.2 Game Theory

When complex systems interact, conflicts or tradeoffs between goals are typical. Game

theory provides a conceptual framework for viewing such interactions including the special

case of nat ural language communication.

/ .2.! Background~ To the first approximation. huma n behavior can be fair ly well

predicted from a knowledge of the goals of a person and the relationship between his capabili-

ties and the complexity of the environment. If  we know, (or example, that a person wants

very much to learn to progra m in FORTRAN , and we know that there are no parti cular

environmental barriers, and we know that the complexity of the tas k is not prohibitive given

his or her capabilities, we can fairly well predict that the person will learn to program in

FORTRAN. Of course, there are a number of non-trivial issues involved in this prediction.

How does one determine what another’s goals are? How does one measure the complexity of

the task or the capabilities of the person? Nevertheless , using such an inform al theory , people

are often able to predict much about the behavior of others in complex real-world situations.

Psychology has expended considerable effort in attempting to measure the capabilities of

people, both in terms of general limitations, and in terms of individual differences. Rather le~

effort has been spent in characterizing the tasks that people engage in. The least effort of all

has been expended in understanding people’s goals. Yet, it will be argued below that an

appreciation of people’s goals is vital to an understanding of the communication strategies that

they employ.

One o( the best theoretical tools for dealing witl~ interactions between goal-directed

systems is game theory (von Neumann and Morgenstern , 1953; Davis, 1970) Though most

real life situations are too complex to be analyzed in detail using game theo ry, nevertheless ,

th. theoretical notions in game theory are useful for an understanding of what can happen in

~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ =~-
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communication (e.g., the tact that in a non-zero sum game it can be to your advantage to

move first) .

Game theory provides a framework (or discussing conflict. Conflict can extst between or

within individuals and groups. When a person interacts with the environment, for example . a

conflict typically exists between the desire to maximize his or her influence on the environment

(including other people) and the desire to minimize the extent to which the environment

influences the person. One des&re seeks to maximize interaction and the other o minimize it .

Ideally, a person would like to have knowledge about the nature of the interaction and be able

to control the interaction. Since a person s knowledge and control are finite, however, some

degree of conflict typically exists concerning the optimal level of interaction.

Another level of conflict often exists because a person is simultaneous ly operating ~ua

individual and as a member of other systems. As a member of a basketball team. (or exa mp ie.

a player ’s best strategy may be to allow himself or herself to be influenced so as to increase

the payoffs that will accrue to the entire team and its members. As an indivulual . the pla ye r

may want to maximize personal influence. Another example of want ing to be influenced by

others occurs when one wants to be taught so that one may react better to the environment.

This is possible because of partially shared viewpoints o~ reality and the fact that there is not a

perfectly competitive situation between those who teach and those who learn . On the other

hand, there are limits to the extent one Li willing to change in a learning situation. In fact.

generally there is a conflict between opening oneself to influence via communicat ion and

def ending against such influence. There may be special cases in which one may safely ignore

• this conflict but those special cases should not be treated as paradigmatic.

The view that people are communicating in order to meet their own (sometimes conflict-

lag,) goals in no way presupposes that goals are blindly egoceninc and self-serving . Naturally,

tbeee age cases In which one’s goal is to help or to pleas. another. While it is not valid to
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consider every act of communication as occunng in a context of pure :ooperation, it ~s equa l ly

misleading to view every act of communication as a move in a zero-sum game. We ire

probably only rs. ely involved in true zero-sum games. One man ’s loss is not necessarily

another’s gain and vice versa as sometimes popularly supposed.

1.2.2 Effects on Communication. What are the ramifications of postulating that c’ cry

interaction between two separate systems (e.g . , two humans engaged in dialogue) depends

upon the goals of the systems? One Implication is methodological: to be properly understood ,

aU communication, including natural language communication, must be analysed under

condi tions wherein the major goals of the communicators are known. In the psychological

laboratory, goals are most commonly manipulated through instruct ions to the subjects.

Persons reading written materials understaud d if f e r e n t ly  depending upon instructions

(Fredrick.sen . 1975). Below are two further simple examples of situations in which the

game-theoretic aspects of the situation strongl y affect the communications.

1.2.3 Quannfl caiion £xprrlmenrx. Earlier work in our laboratory ~Thomas and Gould,

1973; Thomas, 1976a) indicated that people had considerable difficulty dealing with concepts

of quantifica tion (e.g., All X are Y). This is consistent with many other studies of thinking

(e.g.. ~4iemark & Chapman. 1975; Wason & Johnson-Laird . 1972), One of the difficulti es

people had was in unambiguously describing basic set relations (e,g., A is a subset of B; A and

B are disjoint sets). In order to assess the effects of the game-theoretic situation on quantified

expressions, an experiment was performed in which pairs of people communicated via teletvpe.

Ini tially, each subject was presented with some information concerning the relationship

between two sets. One subject, the receiver ’ was given inf or ma tion that was va r oush’

complete, incomplete , or inaccurate. The other subject, ‘the sender ’ was given a replica of tha t

information as well as a complete accurate description of the true set relation. The task of the

‘sender’ was to send a message to the receiver about the set relation. The receiver’s task was

to combine his previous information with the message he received and then to dra w a Ve~n
• ——-•~- -- -•~~~~~~~~~~~~~~~~~~~~~~~~ •~~~~~~~~~~~~~~~~~~ 

~~~~~~~~~~
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diagra m that showed the true set relation. Subjects communicated about set relations under

eithe r a competitive or cooperative arrangement. (Further details of the exper iment are ~iv C ri

in Appendix A) . In all cases though. the ‘sender ’ was required to send true, relevant informa-

tion.

For the purposes of the present discussion , three points are of interest. First of all , the

subjects with complete information behaved quite differently under the two conditions. For

exam ple , when the two sets were actually disjoint and the subjects were in the cooperative

condition , the other subject (the ‘receiver’) managed to produce the correct Venn diagra m ‘~2

per cent of the time, while in the case wherein the subjects were competing, the receiver dre w

the correct diagram only 56 per cent of the time. For eaclrof the live set relations , th e drawer

( receiver) was near ly twice as accurat e in the cooperative situation as in the competitive

situation. This was despite the fact that senders were constrained to give truthful, informative

statements even in the competitive situaflons. However , the sender was not .~s informative i~

the competitive situation. Though these results may strike the reader as obvious , many, if nec

most, academic writings on communication ~gnore the game theoretic aspects of the communi-

cative situation , or mention it briefly in passing. The above result , however, supports the

notion that the message that a person will produce depends heavi ly upon the game-theore tic

aspects of the situation.

The second point of interest is that the statements that subjects chose to transmit

depended. in both situations, upon the knowledge the other subject already had available (cI

Olsen. 1970). This importan t point will be developed later.

The third important point is that the receivers of the communications responded to

identica l combinations of messages-and-prior-information differently depending upon whether

they perceived the situation as cooperative or competitive.

- - ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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In summary, the messages that people send (even when constrained to send niess~i;es t~uc

are true and relevant) and the interpretations put on these messages both depend upon the

goals of the commun~caLors and upon the prior knowledge of the person to recei v e the

message.

1.2.4 Po~~r pazrer ~s in Question-asking. The socially allowab le conversat ional strate-

gies depend upon the power relations of the people invol~ed. For example, it has t~een

observed (Mischler , 1975) that children are expected to respond to teacher’s questions with

answers or possibly with clarifying questions . On the other hand , a teacher is perfectly free to

respond to a child’s question with another question. For example , the followin g conversation

is perfectly acceptable:

CHILD: How does a steam engine work?

TEACHER: What happened in science class yesterday?

The following convers ation could easily result in corporal punishme n t.

TEACHER: How does a steam engine work~

CHILD: What happened in science class yesterday~’

Similar restrictions apply to conversations between client and psychiatrist , sergeant and

corporal. employer and employee. Ia each case, the person with more power can ask virtu ally

any kind of question including rhetorical questions and those that clearly change the topic.

‘The person with less power is lImited to clarifying questions. or clearly topic-relevant requests

for specific information. The tutoria l dialogues given by Collins ( 1976) illu strate these rules.

In fact , when the student asks a more genera l question . the tutor regai ns control as in the

following exchange (Collins , l976~.
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TUTOR: And do you know whv~’

STUDENT: W h y .’

TUTOR: Why is the farming at a disadvantage?

1.3 Man .is .zn tnfo rmat io ~i Proces sor.

Information theory is obviously of tremendous importance to many types of engineering

concerned with the building of computers. In an at tempt to provide a unified framework for

un derstanding the capacity limitations of human beings. psycholo gists attempt ed to apply

information theory to the cognitive processes of humans. \V ithin very limited paradigms. one

can predict the performance of people from a consideration of the number of bit.s of ui!orrn a-

tion processed. (See Fitts and Posner . 1° O7 for some examples) . Unfor tunate ly ,  t hings ire

just not that simple in the general case. A number of studies have indicated that better

predictions of human performance result from considering the number of symbols processed .

rather than the the number of bits (See Miller . 10 5c, ’) .

Despite the fact th at  it has beei clear for it leas t a decade tha t  it is only useful to disc’.ss

man-computer interaction in terms of bits under extremely limited circumstances. the ~~ii et

that a scientific, quantitat ive analysis of cognitive processes can be usefully measured in

bits/second continues to be expressed. This is particularly surprising (but therefore high ly

informative) since psychologists were generally aware of these limitations even during the

‘heyday ’ of the application of information theory to psychology. (See, e.g. . the preface in

Attneave, 1959). The performance of people in all but the simplest laboratory situat ions

depends upon the strategies that people use and the intern al symbols that they have available.

For example, in the domain of chess, it has been found that chess masters are able to m mcm-

ber chess positions from actual muter games much better than tower ranked plavers.Howev- 1.

er. this is not because mn~sters have a greater information processing capacity. Their memory

(a’ random chess positions is no better than tha t of the amateur ’s (deGroot. 1966). Rather,

L.  
_ _ _ _— 
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the master has acquired the symbols, (or ‘chunks’) that allow them to efficiently encode those

types of positions that occur in master play. Similar findings have recently been reported by

Shneiderman (1976) concerning the memory for sensible and randomized programs.

These findings imply that a theory of human communication cannot be based primarily on

a notion of bits, However , analysing experiments in terms of bits did result in a useful finding ;

viz., that people can more easily discriminate and memorize signals when these signals differ in

many rather than few dimensions (See section 3.5 below).

2. The Encoding-Decoding Model

Ta this section. a common model of communication will be presented. To facilitate

discussion, this view will be referred to as the Encoding-Decoding or E-D model. (See Figure :1

1.) The E-D model basically views communication as follows: One communicator , a sender ,

has an idea (or information) in his head. The sender translates this internal structure Iflt O

some external code (like a sentence) which is transmitted through some medium to the other

communicator (called a receiver). This receiver decodes the message into the language of its

internal states. Communication is considered ‘good’ or ‘effective ’ to the extent that there is an

isomorp hismn between the relevant internal States of the two communicators . This model is

useful, under certain circumstances, (or discussing ‘communication’ between two computers. It

is detrimental to productive thought concerning communication between two humans. Further ,

it is insufficient for developing a natural language computer system. Yet, a perusal of recent

summaries of work in this area i’~1icates that scarcely any attention is given to considering the

goals, or motives of the person who is to converse with a natural language system (See, e.g.,

Schank and Colby, 1973; Rustin , 1973). Nor are people typically concerned with the

strategies of communication chat humans use, though there are some exceptions (E.g., Collins,

1976). To some readers, the E-O view wifl seem to be a straw man. However, this view is

not just a straw man model. Many people write as though the E-D model were true, and
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design man-computer interfaces accordingly . This model is seldo m expl ic it ly stat ed in form al

writing concerning communication. However , one may find referen ce to it te .g .. Simmons ,

1973 , pp. ~5-67). Similarly, ‘8asically, the view of langu age unders tandin g expressed here is

that there exists a conceptual base into w’1is~’h utterance s in natura l language are ‘~1~i~’rv~J

during understanding. ’ (Schank , 1973. italics added) . Sown (In preparat ion) says , in effect ,

that Language is a means for communicating informat ion from the speaker ’s bra in to the

listener ’s brain. For some reason , either to answer the listener ’s question , to get him to do

something, or merely to impress him with erudition , the spe aker want s  to recreate in the

listener ’s brain a mental model that is a replica of some model in his own brain.. The study of

language, therefore, is a study of how people convert a mental model into a str ing of words.

A more typical tactic is to mention briefly that (of course l goals are import ant and th e n

proceed to ignore them. For example , Miller & Johnson-Lair d ~, lQ 7b ) state on page l~~

‘Second , a psychology of communication should characterize what peop le .tre doing when the y

use language. ’ And , on p. 123 ‘People talk to one another (Or a great var iety of reasons let

in their exunssw 760 page book, Language and Pe rc eption. goals, ~ame- ;heory . and str alciz v

are nearly ignored. The fact that the E-D view is simple and nearl y r ight par t of the t ime

makes it difficult to dispel. This paper argues that the E-D viewpoint is not the m ost usetul

one possible.

U is realized that If one ’s purpose Is to build a natura l langua ge computer system . Ih e m *

are a large set of non-trivia l problems to solve. One may be justif ied in ignori ng certa in

problems (e.g., the game-theoretic aspects of communication) while concentratin g ir, .n.j ll i on

other problems (e.g.. parsing, semantic networks) . Thus, the above references should not he

mistaken for criticism of the excellent work of those particular investigators . However , the

E D  model has Im plicitly come to underl i, the th ink ing of systems designers even in cases

wher e it would be possibl, and useful to consider commun ication fro m the br oader perspe ct ive

pre sented in th is paper. Typically, the goals of the person communica ting with the i stem and

— - 
—~ ~~~~~~ _ _ . ~~~~_
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his strategies are apparently assumed to be unimportant or unknowable. Let us examine the

assumptions of this model in more detail by contrasting these assumptions with those of the

alterna tive view proposed in this paper.

2,1 Pure ’ cooperwion

First, the E-D model implicitl y assumes the game-theoretic case of pure cooperation.

There is no mention in this model of conflicting goals, of manipulation , of deceit , of diploma-

cy, or of teamwork.

—A n alternative view of communication (the Design-Interpretation or D-I model) asserts that

there are very few real occasions where in the goals of two separate systems are in complete

accord. Non-zero sum games, with partially conflicting goals, are nearly universally the case
S

when humans converse. 
-

2.2 Encoding

The E-D model assumes that the sender encodes some information he has in his head into

a message ; that is, translates from one symbol system to another. This idea of encodin g begs

several inte res t ing questions about communication. For example , it ignores the issue of

whether there are legitimate, even useful thoughts that cannot be expressed in language. It

implicitly assumes that there is a kind of lsomorp hism between the idea or information in one ’s

head and what one outputs In a language.

— The D-f model asserts that it is much more useful to view the process of the ‘sender ’ as

that of daigning a message as a means to achieve certain goats. The relation of the message

so constructed to what the sender believes to be true or knows to be true is extremely complex

and variable.

______ - -.- - ----—-—
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ihe l~.t) iuotkl . sumes that the message is t ransmit t e d fr oiti th e sender to the recei ver

through sonic medium that includes noise which may distur b th e eommuni ~’atiOfl ~rnct ’sc i n

sonic exieli t ihe ilet i imt ’iiial c ik tt s  of noise can be osci  conic by iedu n danc y.  In fa ct , m uch

usef u l work has been done in t erms of eff i c ien cy of coding schemes , error-correct ing codes .

i nf ormat ion measu res etc.

—-- The 1) -I m odel assumes that the effe cts of noise and redundancy depend upon the si tu at ion.

For example , adding ~ioIs c is not always had , nor is addin g r edundancy necess .ir it y good

2.4 Decoding

‘The li-I )  model assumes that the receiver dt’codes the message; that is , tra nslates the

messa~c fro iii some exte r nal  languag e into internal  codes.

—— -The fl —I ;iiodel assumes that a human ‘m eceive r ’ is much less naive ; that  a message will he

interprete d in the light of the rec eiver ’s knowled ge of the world , i ncluding espec ial ly h i s

k nowl~~’ ~ ~f the goals of the sender.

2.5 Isoniorp hism as a Measure of Successful Communication

Finally, the L~-D model assumes that the best measure of communication is in te rni s of the

degree of Istimnorp hisin between the internal states of the sender and the receiver.

—-——The al te rn at i s e  fl-I view is that ‘successful~ ca n only he defined in terms of the goals of a

particular system , th a i  only rarely are the goals of the two communica to rs identi ca l , a nd that

even in that special case , isomorphism is not only impossib le , but not even neces’.ar il v

desirable.
0
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3. Design S Inlerp relat ion Moif r i of C’p n,mun im ai ion

The design-interpretation model views the communication process basically as follows. o n e

person has one or more goals which he feels can be partiall y sati sficd by c o m m n u n i c a t i i t ~ svmil i

an oth er  human.  There are several ways that this can happen. The person ,ii , i ~ ~ . uu 1 .

manipulate the second person into doing something. (E.g. . make a request ) . T h e  send er mn m y

himself want  to he changed in a certain way and t h u s  in i t ia te  communic at ion sit t l~ t he may,

for exa m ple , gai n from something the other person may say in return. (h~.g., ask a

Om , the sender may change his or her own int e rnal  st a te by the pro cess of Je.t i~ ,, :in: a

message for output. (E .g.,  client—centered th e r a py ) . The external  message is t r ansmi t t e d  t o

the receiver. The receiver has his own goals to Fulfi l l  which will  typ i cally partiall y overl ap wi th

t hose of the sender. Based on his oWfl goals , a n d his k nowled ge of the worki , t he receiv er may
S

change his internal state in some way.

The internal cognit i v e states discussed above may be expressed in any one of a number of

f o r in .t l i s ms (See , e.g., Anderson , 1976); however, the merits and def icits in the fl-I model of

communication are independent of any particular Formalism . If one represents cogniti ~c s tates

as a semantic network , the encoding-decoding model essentially says that good communi cati on

will result to the extent that there exist an identical suhgrap h in the semantic network of the

sender and receiver. The design-interpretation model of communication purports that as one

strategy for fulfilling certain goals , one person designs a communication that  he feels sv ilI

produce , in the interpreter or in the designer, a semantic network with certain more useful

properties than the current network. For a formal treatment that encompasses sonic of the

notions of the fl-I model , the reader is referred to Ba lachandran and Deshmukh ( 197 ( i) .

3.! Functional f’iew of Communkailon.

According to the fl— I model of communic ation , t he ecn t r a ~ type of ana lss i s  of c om i m t u u i i e a -  0

lion Is based upon an understandin g of the functions of the communicalion. t’Ink ’ss a n

— :~~~
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understanding is reached of function , one will not be able to predict what effect changes in

structures will have.

Let us examine a few examples. Suppose one wants to design a query language. Many

have attempted to copy the structures of English so that the system will be easy to use. It is

much more crucial however , to ensure that the query system supports all the fu ncston.s that

one uses when one wishes to query a data base. People can learn to use a variety of s:ru c:ures

fo r expressing queries. Consider the novel ideas embodied in Query By Example (Zloo( .

1975, 1977). The subject writes queries directly into a table . The system is quite easy to

learn (Thomas and Gould , 1975) though the syntax is not that of a ‘natural language ’. Query

By Example does allow the questioner to fulf iU his goals with respect to querying a relat ional

data base. This is a more important consideration than making the syntax (structure) of a

language mirror the syntax of English.

As another example, consider naming conventions. One cannot predict the naming

conventions that people will apply even to simple objects if one only considers the attributes of

the objects to-be-named. Consideration must be given to the goa ts of a communicative act.

If one is crying to design a message that wiU allow another to correctly choose one object from

a set, the message will depend upon the attributes and values of the object i not to be chosen

as well as upon those to be chosen (Olsen. 1970). Imagine , for example , that one is presented

with an array consisting of a red triangle, a blue square, a blue circle, and * blue triangle. If

one wanted to single out the blue circle, one could simply ask for the circle. However , if the

blue circle were presented in an array that included a red circle, a green tr iangle, and a yellow

triangle, a person could simply ask for the blue one.

It ru also been observed that in answering questions, people do not simply translate a 0

relevant subgrsph of their semantic network ; rather they answer a question based on a

consideration of the curre nt and desired states of knowledge of the quest ioner , as well as an
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estimate of his linguistic and inferential abilitie s. Norman ( 1973) uses the example that a

person asked where the Empire State Building is will answer quite differently it he is asked in

Russia, Europe, or in New York City.

The following exchange , overheard on the campus of Case Institute of Technology.

illustrates how one may consider the characteristics of the listener in designing an appropriate

answer.

STUDENT ONE: What did you get on your Calc test ?

STUDENT TWO: If you take my score and add 100 and divide by two , you get my score.

STUDENT ONE ; (With no hesitation ) Great!

Clearly, this question and answer are meant to communicate more than the factual iniormauon

ot the score. Similar considerations have been observed as applying to the understand ing of

requests (Clark & Lucy, 19.75). People (in the right game-theoretic framework) respond to

what they perceive they are wished to do, not according to what is said to them.

To illustrate further the importance of the functional view of communication , consider the

use of grammar in language. Typically, one uses certain rules of grammar to the extent that

one feels it will help achieve certain communication goals. In formal writing , or in trying to

impress scientific peers, it is quite conceivable that one may use correct , though quite complex.

grammatical constructions not because the part icular structure chosen , or even a class of such

structures , is the only syntactically acceptable way, but because it will produce the desired

effect. In fact, the insistence on adherence to a p ar ticular set of rules of grammar in writing

and formal speaking is sometimes used as a way of imposing obstacles to those who , because

they were raised in a different linguistic community, mus t expend more effort in follo wing

these rules (See Farb , 1973, for exam ples). There be many slang expressions and even

typogrsphcal ero rrs which are in absolutely no danger of being misinterpreted. The insistence

upon letter-perfectness is all right , but should be accepted for what it is — a strategy in a
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game of power. People do not typically correct unimpor t ant errors of grammar in the casual

speech of their teachers, thei r bosses, or in the letters sent by journ al editors . However , the

converse case is perfectly acceptable. This tact is most easily understandable by takin g a

fu nctional view ~rI communication. Similarly, the exceptions to the above genera lizat ions

about errors are only understandab le by considering the functi onal requirement s that  the

designer of a communication has imposed upo n his design.

In addition to grammatical rules that are typ ically knot always) followed, the re ate certain

rhetorical rules. Some of these rhetorical rules are based on an understanding of what is most

effective in terms of changuig the cognitive structures of others. For example , a sentenc e th at.

well, in a word, rather finds its way in a manner not as quick zs might be nor as smooth, is not

actually grammatically incorrect , but rhetorically poi ntless (u sually > . A theory of communica-

tion that overlooks the funct ion s of communication would not be able to dist inguish the

rhetorically anomalous sentence from the sensible one.

As mentioned earlier , many attempts to provide natura l language computer systems seem

unconcerned with an analysis of various goals a user of such a system may have. Howe % er .

dialogues (Thomas, L976b ) collected under th ree different types of goals, though all concer ned

with order-handling and billing systems, exhibited quite different properties. For example , the

frequency and type of conditional constructions varied depending upon whether the person was

attempting to understand , to describe or to diagnose an invoicing system. Also, the types of

questions that were asked diffe red. From this study and the ones cited above, it should be

fairl y clear that any human communication can only be understood with the consideration of

the goaLs of communication.

3.2 Focus and Backgr ound
0

An important consideration of communication is that verbal communication , whether wr itten

or oral proceeds sequentially, A fact that interacts with this is that a person can only consider

_________________________________________________________________________ — .,, ~ .-.- -~ — -,.- ~~ -
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a limited amount of detail at any one time. Together, these limitations make it very diff icul t  to

produce certai n kinds of cognitive changes (e.g., the elimination of preju dice ). This diff i cul t

is best illust ra ted with the following exampl e.

A man and his son were driving down the street one day when they were suddenly involved in

a severe auto accident. The boy ’s father was killed instantly. The boy was seriously injured.

Passersby called an ambulance which rushed the boy to th e nearby hospital. They called the

best surgeon for emergency surgery . The surgeon scrubbed for the opera tion . walked in ca the

operating room and said —‘O h. cay God , I can ’t operate — chat ’s my soni ’ Given that the

father killed in the car accident was the boy ’s legal. biological father , and that the surgeon was

telling the truth. how is this story possible?

The difficulty that most people experience when reading this story is that their conception

of the story is not completely detailed with all the possibilities. Rather, at certain points in the

‘story, ‘defaul t assumptions’ are made (ci. Minsky , 1974). In particular , most people imagine

that the surgeon is a man. Of course, there is no necessity that the surgeon is a man , ari d in

(act , in this case, the surgeon is the boy’s mother. If asked directly whether a surgeon can be

a woman , people wiU almost invariably reply ‘yes, do you think I am a male chauvinist ’.” --or

words to that effect. People are perfectly capable of keeping that much cognitive complexity

in mind. However, when the surgeon is just one apsect of a more complex story, most peop le

will only instantiate the surgeon stereotypicaliy with the concept MAN , rather than with the

more complex idea MAN OR WOMAN. W1,at makes this particular type of prejudice so

insidious is that it is very ‘difficult to change. When peop le are attempting to solve a fa i r ly

complex problem and the idea of surgeon is simply part of the background , their prejudice

determines their choice of default value. However , when one point s out the prejudice , the

concept of surgeon becomes the foc us of communication , and the person quite reason ably 0

asserts that he (or she) is quite capable of thinking of a surgeon as a man OR a woman.

Since, when the person examines closely his or her own cognitive structure they see no conflic t

~~~~~~~~~~~~~~~~~~~ 
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with reality (in reality, as well as in their cognitive structure, surgeons can be of either sex) .

the person is not motivated to change hi~ concept of surgeon. Thus, the fact that language is

sequential and the fact that there is a Limit to the amount of detail one can perceive together

make it very difficult to produce certain kinds of cognitive change.

.1.3 Multiple ChanneLs

Some investigators (e.g., Boyd & Wilson. 1974) have theorized that human communication

occurs over several channels. Professionals who are effective in communicating (actors .

salesmen, artists, musicians, politicians) often use not one , but many dimensions to produce

cognitive change. When people are exposed to oral communication . they form impressions not

only about the content of the message, but about the goats , emotional state , and personal

characteristics of the authors of these communications. For example , Smith , Brown , Strang,

Rencher ( 1975) found that subjects judged faster race voices to belong to more competent

people. Lass and Davis (1976) found that listeners could judge the height and weight of

speakers more accurately than chance ~even withi n sex) . The same article referen ces studies

indicating that recorded speech conveys information concerning the sex. age , race, socio-

economic status, personality, specific identify, and some fac ial fea tures. A prime task for a

complete theory of human communication is to analyse these factors, and determine the

influence that they have on people’s cognitive changes. This influence will , of course, depend

upo n the perceived situation as well as the Individual’s strategies (or communicating. The

point to keep in mind is that a communication does not simply change one ’s cognit ions abou:

the things ostensibly being discussed, but also may change one ’s cognitions concerning the

speaker, his current state, and what sort of communication is likely to follow.

3.4 R,Iai~1sirj’ and Crntex: in Communication
0

An Import an t and often desirable. (though oft lamented) characteristic of natur a l

lan guage communication , is its imprecision. There are a variety of ways that natur al lang~iage

L~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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can be imprecise-e.g., ambiguity and fuzziness. Amb iguity ,  though of ten a useful propert y

(e.g., in diplomacy) wiLL not be discussed here. A useful, formal way of dealing with fuzziness

has been developed by Zadeh (1974). The purpose of this section, however , is to provide

examples which illustrate the utility of this ‘fu zziness ’, which I would prefer to character ize as

‘relativity ’. This property of natural language allows action taken on the basis of a message to

incorporate information about (1) the receiver of the communication (2) the environment and

(3) the remainder of the message.

Consider rtrst the case of a writer who wr ites the following message: ‘Joe was not afraid.

for the man was neither call nor strong, ’ Different re3ders of this message may differ  consider-

abLy in their own heigh t and strength . To a pro football linebacker , the man imagined ma~ be

only 6 feet tall and not able to press more than 150 pounds. A child may imagine a man only

fIve feet t all and practicall y unable to move. What precise description could the writer have

used to simultaneously allow varying readers to interpret his message in a manner enabl ing

them to empathize with Joe ’s feelings?

Consider the following advice from a fi rst aid book: ‘ft you must go outdoors into

extremely cold air temperatures. particularly if high wind or humidit y is also present , limit

exposure time as much as possibLe’ (American i4ational Red Cross, 1973) . Certainly , there are

a numbe r of vague qualifications in that statement. How cold is extremely cold? How high is

a high wind or a high humidity? What does ‘must ’ really mean? Or ‘as much as possible’? is

this language used simply because the writers of the book believe that the readers would not

understand a more technical set of guidelines? The D-I view of communication holds that the

writing is as exact as it should be. How cold is cold depends upon too many factors , some of

which are not knowable in advance , to specify exactly how long one should be exposed under

what temperatures.

~
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Potya ( 1957) tells us ‘An inaccurate figure can occasionally suggest a false conclusion. but

the danger is not great and we can protect ourselves from it by various means, especially by

varying the figure. ’ Why does this mathematician, writing for mathematicians or at least

students of mathematics not give us a probability? Much of our knowledge is in the form of

guidelines. Writing is not inexact because of some flaw in natural language , but because it

reflects accurately the level of our underst anding . U would be misleading to the point of a l ie

to say l’he probability of an inaccurate figure suggesting a false coaclusion is only .25.t4 :

fu rthermore , for every additional figure. this probability decreases by .1 X l ’(n ). Natur a l

language statements are vague partly so that the interpreters of these statements may incorpo-

rate local conditions into actions.

Another advantage of natural Language is that it allows a message to be interpreted

relative to other parts of the message. ft is certainly clear to philosophers of language that

deictic terms such as ‘this ’ and ‘that ’ as well as indexical terms like pronouns depend upon

context for reference (Aiston , 1964’) . In addition , empirical work demonstrates that even the

reference for concrete nouns depends upon context. The container for holding an apple is not

the same as a container for coke (Anderson & Ortonv , j 9” 5) .  There is fur ther  ~vidc ncc tt i .u

one cannot adequately predict the probability of recall a ’ a sentence on the basis oI it s devp

structure components (Foss & Harwood, 1975) under the assumption that the components are

independently retrieved. In other words, sentence recall seems to depend partly upon some

confi gural or Gestalt properties of the sentence. Not only recall probability, but meaning itself

depends upon Gestalt features of sentences. Consider the following example. ‘An a~~ ry

Muhainmed All smashed his fist into the tall man. ’ What is the meaning of the verb

‘smashed” Certainly, the inferences that one might reasonably draw about the effects of

smashed’ are quite dIfferent from those in the sentence ‘My angry baby boy smashed his fist

into the tall man.’ In one case, the tall man may respond with a lawsuit and in the other with

a smile. Or, to take a less violent example. ‘The sailor ’s first action alter seven months at sea 
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~~~ to buy a kiss fro m the beautiful blonde at the carni~ a1. ’ We might  magine ~~e act ~t

kissing to be somewhat different  from that referred to in the sentence ‘To com(~ rt let

disconsolate daughter , the mother kissed her. ’

Generally speaking, cognitive psychology , over the last ten years , has been forced into

considering context effects as vitally important in many domains. Thus , for examp le , the

perception of letters depends upon the words in which they are embedded (Wheeler. 19’ O) .

Free recall of words depends upon the list in which they occur (Tu lving, 1 966’) . Recogn i t i on

(and transfer of learning) of a particular state in a prob lem depends upon how that state wa~

reached (Thomas, 1974). The recognition of faces depends upon context t~V atkin d s  &

Tulving, 19”6) . The social actions appropriate to an utterance depend upon the soc:aL

framework in which the utterance occurs (Goffman . 19 ’4) . Natura l language prov ides (or

such contextual interdependency of meaning.

3.5 Metacomments

One of the most importan t aspects of natura l language communication is that it can be

used not only to comment about the world , but also about the communication process itseif .

An earlier study (Thomas, 1976b) of dialogues in which a person was attempti ng to under-

stand or describe a complex business system indicated that 1. it is important for a natural

language system to deal effectively with metacomments and 2. though working in a specific

domain (e.g., invoicing systems) limits the vocabulary for discussing the topics of conversation ,

it seems to do little to limit the vocabulary of metacoaiments.

3,5.1 Metaphor for  mesacomments. In considering the use at metacomments that people

use, the following metaphor suggests itself. Imagine two runners who are proceeding along

fairly parallel paths, but screened from each other’s view. Since each is running over slight l y

different rough terrain, they must make unexpected maneuvers. Their payoff is closely tied to

minimmng the distance function between them. They would like to have a way of signaling
-. -
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each ocher. What sorts of signals would they like to be able to send in order to minimize the

distance between them? The runners would want to be able to send messages relevant to their

direction, their speed, and their internal state. An examination of dialogue t ranscripts reveals

exactly these same categories of information provided by tnetacomment s. People communicate

not only about the topic under discussion, but also regarding direction of the conversation,

speed of the conversation, and internal state of the conversers .

There are at least four different types of statements concerning direction. These may be

thought of as topic broade ners , top ic ,tarro wers. topic changers. and topic keepers. An

example of each of these respectively are: ‘I don ’t understand the context for that comment. ’

‘Could we be more specific?’ ‘Now , let ’s discuss applications. ’ ‘And , furthermore ,... ’ Communi-

cators may also make comments concerning the speed of the conversation , perhaps requesting

a slow-down in pa ce ( ‘Well, wait a minute now , I don ’t know. Perhaps... ’) or a speed-up (as

~n saying ‘right, right, right ’ while the other speaker is talking.) F~nally. communicators may

communicate concerning internal states by a~ empcing to motivate the other person (e.g.,

‘great!’), by attempting to influence another into believing something about their internal state

(e.g., ‘ I’m tired.’) or by telling the other to make an inference (e.g., ‘therefore , it follows , .. . ‘)

or not to make an inference that might reasorwbly be made (e.g., ‘however ,...’).

According to the E-D view of communication, one might reasonably attempt a firs t

approximation analysis of natura l language , or build a working natural language computer

interface that ignores inetacomments. According to the D-I view though , one cannot under-

stand natural language communication , nor will people be able to communicate effectively with

a computer system that filters out metaconiments. ft one builds a computer system that does

not handle metacomments, the metacommerus will be need to be handled outside the system

( e.g.. feedback sheets that users fill out , education courses, telephone calls to the systems

programmer. etc.). (This is not meant to imply that, with current understanding, handling

these comments outside the computer system itself is a poor strategy). 
—~~~- ~~~~~~~ - 
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In many computer systems , there are sporadic at tempts to provide for some metacom-

ments. Typically, these are added features. They include such items as a ‘temperature-

humidity index ’ that tells the user how busy the system is, an on-line query facility about what

is available , a ‘comments ’ command , or the ability to change ‘topics ’ by always returning to an

operating system. An alternative strategy to adding metacomment capabilities to computer

systems piecemeal is to recognize from the beginn ing of systems desi gn tha t  the types of

mecacomn’ients listed above are found itt natural language communication for a reason , and

that a computer system should also provide for these functions.

4. Applications to Maa.Compu:er I,’ueraczion

4.1 Question-Answering Systems

It was mentioned earlier than humans both answer questions and respond to requests on

the basis of perceived goals. Hopefully,  computer-based quest ion-answering, systems will

eventually involve at least a primitive level of pragmatic analysis. For example , suppose one

queried a data base as follows ‘Are there any PanAm planes that have been in operation

continuously without inspection for tour hours? ’ A typical query system (whether  na tura l

language or not ) would probably respond ‘NO’ even in the case where there had been a plane

in operation continuously without inspection for five hours. Arguably , the questioner should

have stated his question in terms of a comparative. But even that would fail o produce the

information that f if ty planes had been in operation continuously for three hours and 55

minutes. Mi ght it not be nice to have this information returned even though it was not

specifically requested? Or , suppose that no planes wçre in operation at all. This might be

very valuable information to the question-asker. One could imagine a system whose output of

info rmation would depend jointly upon what was asked and some preset evaluations of the

relative importance of various kinds of departures fro m the norm.
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Hy responding to a user ’s question with something ~.JIs% J i,sn,~ iather th an somt - i twig th at

literally an swers the question , severa l kn o t ty  prob lems of int e tpst ’t a l iun m i ght also he asintled

As pointed out in Thomas ( l97~ a) it is not really necessaly (o r a s~ stcIi l  to ca le f t i l l ) .tn. i hie

the overt quan t i f i e r s  in .~ request l ike ‘Arc all the ho uses on F,i ’~v Street ove l  SOk .•~~ u sci ul

response to that  question as well as ‘Art’ some of the houses on l ass Street os ci 50K?’ and

‘Are the houses on Fasy Stied usuall y 50K’?’ would he an easily readable summary of s ta t i s t i c s

concerning t I )C maxi mu m , m i n i m u m , median , mean price , ~sisJ th e p eicenlage of oset

houses on Easy Street.  This would prob ably sat isfy the user and would avoid st i cky problems

of interpr et ing ‘usuall y ’. Obviously, deciding what  would he th e appropriate level of detail for

particular applications would requime study. But , this does not mean it is safe to simply ign ome

the fact tha t  people want sat isfaction , not just literal answers. Fur the rmore , a partial so lution

to the prohk’ms would provide incrementa l improv ement to a sys t em .  It would not be

necessary to guess perfectl y wh at is ‘r eall y wanted’ by the user every Lime ; peop le are used to

being misinterpreted — - —  hut not to having no atte m pt made to answer their questions in a

satisfying way.

4.2 Problem Solving A ids

Presumably, computer-based problem solving aids are contemp lated because unaid ed

human problem solving is often lacking in quali ty,  quan t i t y ,  speed , or enjoyment .  These

deficiencies may be impacted by training (Kh ate n a , 19 70) or by the us e  of non .comnputer aids

(Thomas , t.y on , and Miller , 1977) hut computer-based prob lem solving aids also hold great

promise. The in ip li cat ion s of the 1)-I view of conimunicati ori to the design of complete

problem solving aids are: I .  that the computer system should he ab le to acquire and make use

of at least primitive information concerning the user’s goals 2. The system should he designed

with a knowled ge of when and how the system is trying to ~ ‘rsuack the p n ’hlein ~, ‘l ~~’r it’

alter his or her behavior. If the system will not alter the user’s behavior, ‘the svs eIII  is

T~~~. - ~~~~~~~~~~ ~~ _ _ _  
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pointless. I f it is to alter the user ’s behavior , t he designer should he conscious of this fact and

-
, use persuasively effective means.

4.3 Editors and Command Languages

Recall that the relativity (or fuzziness) of natural  language was useful in at lea st t tm , ec

ways. It allows for a message to be interp reted relative to (he characteris t ics of ( I )  the

receiver , (2) the environment , and (3) the rest of the message. In pr imit iv e  f~ m m , these

characteristics hold true for sophisticated editing and command systems which atl t s~’ for ( 1 )

particular user—defined profiles and defaults , (2) commands whose interpretat ion depe iids upon

the environment and (3) commands which take arguments or parameters.  Exten sive sugges-

tions concerning these matters are given in Mill er and Thomas (197 o).

The realization that computers are a sophistic ated tool to aid human communication leads

one to consider issues outside the domain of narrowly defined m an-computer  in teract ion.  For

example , if a computer system is to be usable , the n the persons who write instruct ions enabl ing

humans to easily use the system should he responsible and rewardable for the qual i ty  of those

instruCt~.)ns. The instructions are an integ ra l pa rt of the human-human  comm unicat ion

system. They are not something added on which allows one to communicate with a machine.

Since goals largely determine behavior , if one is to improve the communication systems .

of which computers are a central part , the single most important action is to ensure that the

payoffs of (hose who design computer systems arc directly related to (heir u t i l i ty  as too ls of

human communication.

4.4 Computer Systems.

A computer system should inclu de facilities for the user to e.isii y state or qu c l y  changes in

topic (or ‘environment ’). The lac ilties should make it easy for th e user to signal ha he or she

wants to interact concerning a sub-e nvironment , a superset C fl vj romlnw f l t  or a totally different

-- - ~~~~~~~~~~~~~~ L ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ..:
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environment. In addition, the system should be capable of providing the user with reassurance

that he or she is in the assumed environment.

In principle, the system should also provide facilities so chat the user and the system can

signal a speed-up or slow-down in processing, altho ugh typically people want faster service

thati what is available. However , there ‘is some evidence suggesting that unpredictab le

response tim e is more detrimental to user performance and satisfaction than slow response

time (Miller , 1976; Thomas, 1977).

Finally, the user and system should be able to signal at leas t primitively concerning

internal states. Again this exists now in primitive fashion. However , one could imagine a

system that monitored the user’s perfo rmance in certain tasks and suggested a coffee break

when the error race reached a certain point , or a system that would notice when a computer

user was emotionally upset. Conversely, a computer system that crashes slowly and informs

the user of its crumbling status would be desirable,

The point is not that none of these facilities exist; indeed, experience has apparently

shown them to be necessary since many of them are often found as added features on

computer systems. One gets the dist inct impression however , that the primary design effort  oi

most computer systems was not explicitly concerned with providing these functions.

5. Conclu.rions.

Investigators of language phenomena and computer systems designers surely realize that

• communication is more complex than encoding and decoding. Most would argue that they are

fully aware that the E-D model is a simplification. However , in the course of attempting to

solve complex problems of system design, the words ‘encoding ’ and ‘decoding’ lead one to

ignore important properties of communication. Using the words ‘design’ and ‘Interpretation ’

initeed makes It more likely that important properties of the communication process will be 
—.. .-
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remembered and used in system design. These properties are 1. the game-theoretic situat ion is

a primary determinant of communication; 2. it is more important to insure that a system

include all the necessary functions of communication than chat it mirrors common structures;

3. communication proceeds simultaneously on several fronts ; 4. a concept which is, for the

moment , in the background, may contain errors of oversimplification , eve n though when that

same concept is made the focus of attention, the error may disappear; 5. the vagueness of

natural language is sometimes good; 6. a system should provide for various categories of

cnetacommnents.
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Appendix A.

Details of the Set-relations Communication Experiment.

For each of forty set relations involving two sets, one of the two people knew the exact set

relation. This was one of five types — (A is a subset of B, vice versa, A and B were partiall y

overlapping, A and B were identical , or A and B were disjoint.) Orthogonally , the other

subject was given one of eight kinds of prior information. (A Venn diagra m showing A as a

subset of B, vice versa, A and B as identical , partially overlapping, or disjoint—o r the English

statement of the form ‘All A are B’, ‘Some A are B’, or no prior information ) . The subject

with the exactly correct information was also toLd what information the other subject had.

Pairs of subjects communicated under two conditions. In the cooperative conditrnn . the

subjects worked as a team. The person with the complete information sent a message to the

other subject who was asked to draw a Venn diagram which unainbigously described the set

relation between A and B. In the Competitive condition, the subjects communicated in the

same way except that they were competing with each other. The subject with the complete

information had to send a message to the other person that was correct (i.e., consistent with

the actual set relation) and informative (i.e., limited the number of potential responses that the

ocher subject could make) . This message was allowed to be incomplete, ambiguous. or

misleading, but falsehoods or irrelevancies were penalized.

1
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